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Abstract. We study the convergence towards singular triplets in the serial two-sided block-
Jacobir SVD algorithm with dynamic ordering. This Part I contains the proof of convergence of
diagonal elements of the iterated matriz towards singular values. Furthemore, we provide the
proof of convergence of two computed vector sequences towards the left and right singular vector
that correspond to a simple singular value. An interesting by-product is the generalization of
the real sin © theorem in [12, Theorem 11.7.1] to the complex SVD case.

1 Introduction

In the analysis of convergence of the two-sided scalar or block-Jacobi algorithm for the compu-
tation of the singular value decomposition (SVD) of a general matrix, most papers deal with
the convergence of the off-diagonal Frobenius norm of an iterated matrix to zero.

Here we consider the block version of the classical SVD Jacobi method, in which two off-diagonal
blocks with the largest sum of the squares of their Frobenius norms are zeroed in each serial
iteration step. The asymptotic quadratic convergence of the off-diagonal Frobenius norm to
zero has been proven in [11] for the serial and parallel algorithm. In this paper, we study the
convergence towards singular triplets of a given general matrix A.

We start with some preliminaries in subsection 2.1 that are needed for the theory developed
subsequently. Next we show that an iterated matrix A®) indeed converges to a fixed diagonal
matrix 3 and its diagonal elements are the singular values of an initial matrix A. This is proved
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in subsection 2.2 regardless of the multiplicity or presence of clusters of eigenvalues, if a block
partition of A into a w x w block structure ensures that each multiple singular values or a
cluster of singular values is confined to one diagonal block.

Regarding the notation, the identity matrix of order n is denoted by I, and the m x n zero
matrix by O,,,. For a square matrix A, off(A) denotes a matrix consisting of its off-diagonal
elements, A" its Hermitian conjugate, ||A||f its Frobenius norm and || A, its 2-norm. For
a matrix A, we denote its smallest and largest real singular value by opin(A) and opax(A),
respectively. The bold font is used for vectors (e.g., u), whereas projectors and index sets are
denoted by calligraphic symbols (e.g., P, Z). Finally, for two integers ¢ and j, i < j, the symbol
1 : j denotes the set of all integers ¢, i 4+ 1,...,7.

2 Convergence analysis

2.1 Preliminaries

The SVD of a general matrix A = A® € C™" m > n, is defined as the decomposition
A = U, 00TVH where U (of size m x m) and V (of size n x n) is the unitary matrix
of left and right singular vectors, respectively, and X is the n x n diagonal matrix with real
non-negative diagonal elements oy > g9 > -+ > g, > 0.

In the convergence analysis of any SVD algorithm, it is sufficient to consider only square
matrices of full rank. If an original matrix is rectangular (e.g., with m > n) with rank(A) =
r < m, one can initially compute its QR decomposition with column pivoting (c.f. [4, 5, 6, 7]),
which reveals the rank defficiency of A by moving n — r zero elements on the main diagonal
of the factor R of size n down to its lower right corner. The subsequent LQ factorization of
R results in the lower triangular matrix L with full rank r placed in the upper left corner
and bordered by zero rows and columns up to the size n. Hence, the singular triplets for zero
singular values can be obtained after application of two finite decompositions, and the iterative
SVD algorithm is applied only to L of size 7. The SVD of A is then reconstructed in an obvious
way. Consequently, we assume in the following that a matrix A is square of size n and of full
rank, i.e., o, > 0.

Firstly, we recall several theorems and lemmas to be used in the following subsections. In
the following, we consider applying the two-sided block-Jacobi SVD algorithm to a matrix
A = A ¢ C™™ partitioned into a w x w block structure (w > 2). To keep the notation
simple, we assume that n is divisible by w and consider only equally sized blocks of size ¢ x £,
where ¢ = n/w. When n is not divisible by w, one can border the matrix with zero rows and
columns up to the nearest multiple of w and add ones on the prolonged part of main diagonal.
Then the SVD of an original matrix can be recovered from that of the bordered one easily. It
should also be stressed that all subsequent theorems and lemmas can be proved for any general
matrix partition {n;}? such that > ;" n; = n and the jth diagonal block is square of order
n; X n;.

The iterated matrix obtained after the kth step is denoted by A®). We also assume that the



diagonal blocks of A are diagonalized before the first step and the diagonal elements in each
diagonal block are ordered non-increasingly. Hence, the diagonal blocks of A®) remain diagonal
throughout the whole computation.

At iteration step k the two-sided block-Jacobi SVD algorlthm proceeds as follows. We choose
two off-diagonal blocks of A®) say, AE()Y and AYX (X, Yy integers, X; < Yj), with the
largest sum of the squares of their Frobenius norms. ThlS choice is called the dynamic ordering
n [11]. These two off-diagonal blocks are zeroed by a two-sided unitary transformation

([T 4B ) — g0,

where the n X n unitary matrices U® and V® are the matrices of local left and right singular
vectors from a 2 x 2 block subproblem, respectively, embedded into the identity matrix I, of
order n. Four blocks of U®) and V(k), each of order ¢, that are different from blocks of I,, can
be chosen so that

~(k ~(k H k k k ~ (k k+1
({)(({ngk q)(((];)Yk A((k% A(k% V?(f )Xk ‘{)%1;?@ - A—(XkXi (19+1) (1)
Uy.x, Uy, Aykxk Ay y, Vykxk Vv, 0 Ay,

k+1)

where the diagonal blocks A% 'y, and Ag/ y, are square, diagonal matrices of order ¢ with real
nonnegative diagonal elements (local singular values).

Let us define

(k) 7(k) (7 (k) (7 (k)
U® = UXka ({)((]?)Yk 7 V) = VX Xk ‘{)?’g/ 7 (2)
UYkX k YiYe VYkX k YiYr
and
5 A(/f) A(k) Ak+D) 0
Ak = XX S Sk+1) — [ XX i) |- (3)

Because Eq. (1) is the SVD of the matrix A®), the matrix U® and V® is the unitary matrix
of left and right singular vectors of A%®) respectively.

Next, we scale the matrix V®) of local right smgular vectors as follows. Write the ¢th diagonal
element of V*) in polar coordinates as ; ) |v |exp(L0 )). Construct the diagonal matrix

DY = diaglexp(—:6}"), exp(=65"), ..., exp(—i63)],
and compute the updates:
~ 5 k ~ ~ k
U® «— g®Wp®H v  y®pH) (4)

After the updates, the matrix V*®) has real, nonnegative elements on its diagonal, while those
of U®) remain complex. Note that the same diagonal matrix Dgc) has to be used in Eq. (4).
Otherwise, the local SVD, ABYE®) — 7ERED  would not be preserved. In other words, it is
not possible to scale both matrices V) and U® for getting real nonnegative elements on their
main diagonals simultaneously without violating their mutual relation in the local SVD of A®)

This scaling of local right singular vectors will be important in the proof of Theorem 4 in
subsection 2.3.



At the same time, the matrices U® and V*®), i.e., the embeddings of U®) and V® respectively,
are accumulated as

A~

with U® = VO = [ . Hence, at the beginning of iteration step k + 1, the two-sided unitary
transformation of the original matrix A is of the form

(UFENHAVED = ABFD - or - AV EHD = gD A0+, (6)

As shown in [11, Eq.(5)], the off-diagonal Frobenius norm of A®*1 converges to zero, i.e.,

2

|off(A®TDY |12 < ofjoff (A®))||2,  where a=1-— =1 < 1L (7)
Specifically, defining S(A) = ||off (A)||2, we have
loff(AM)[|f < S(4) a*, (8)

i.e., the square of the off-diagonal Frobenius norm decreases at least as fast as the geometric
sequence with the quotient a. The next theorem and its corollary will be used to prove the
convergence of diagonal elements of A®).

Theorem 1 (Hoffman-Wielandt theorem [9]) Let B, C' € C"™™™ with their respective sin-
gular values {o;(B)}1_, and {o;(C)}1,. Also, let S,, denote the permutation group of {1,2,...,n}.
Then,
min 3" [0:(B) — 0, (O < B~ CI
=1

TESn

Corollary 1 Let {o;(B)}", and {o;(C)}, be ordered non-increasingly (or non-decreasingly).
Then,

Z l0.(B) — 0,(C)* < | B - C|12

The next theorem is a generalization of the real sin © theorem in [12, Theorem 11.7.1] to the
complex SVD case. Here, for two vectors 0 # x,y € C™ for which the inner product x"y
is real, the angle Z(y,x) between them is defined as a real number 0, 0 < 6 < 7, such that
cosf = x"y/(||x| lyll) € R, =1 < cosd < 1.

Theorem 2 Let B € C™*™, and let x,y € C™ be two vectors with ||x|| = ||y|| = 1. Define
the Rayleigh quotient for the SVD as 0 = xH By € C, and two residuals: v(x,y) = By — |o|x,
s(x,y) = B"x — |oly. Let o; be the singular value of B that is closest to |o| with u; and v;
being the corresponding left and right singular vector, respectively. Additionally, let uf'x € R
and vily € R. Let ¢ = Z(x,w;), 0 = Z(y,v;) and gap(0) = min, o, [0; — |o||. Then the
following inequality holds:

2 2
ooy < VIV T sy )

gap(o)




Proof: If x = +u; and y = +v;, there is nothing to prove, because r(x,y) = s(x,y) = 0 and
@ =6 = 0. Next, three cases will be analyzed.

a) Case x # +u; and v # *v;: The linear subspaces span(u;,x) and span(v;,y) are 2-
dimensional, and using the approach in [17, Thm.3| the vectors x and y can be decomposed as
follows:

X =cospu; +sinpz, y=-cosfv;+sinfw,

where zHu; = 0, ||z|| = 1 and wHv; = 0, ||w|| = 1. Since Bv; = o;u; and B"u; = o;v;, one
has:

r(x,y) = o;cosfu;+sinf Bw — |g| cospu; — |o|sin pz,

s(x,y) = o;cospv;+sinp Bz —|o|cosfv; —|o|sinfw. (10)

The sets of left and right singular vectors of B create two orthonormal bases in C™. Recall that
z is orthogonal to u;, and w is orthogonal to v;. Hence, there exist coefficients o, 5; € C, 1 <
j < m,j # i, such that w = X7 o ayv; with 357 fey? = 1, and z = 3770, - By
with 77, o 181> = 1. Moreover, Bw = ™", . ajoju; and Bz = 37" B;o;v;. Conse-

=15
quently, Eq. (10) can be written as

r(x,y) = (o;cos6— |o|cosp)u; + Z (ajojsinf — |p|B; sin p)uy,
=1,

s(x,y) = (oicosp — |o|cosO)v; + Z (Bjojsing — |o|la;sinf)v,
i=Lj#i

and, using the theorem of Pythagoras, the squares of residual norms are of the form

Iy = (01 cosf — lolcos )’ + 3 Jajo sinf — ol sin P,
=157

Is(x,y)||* = (cicos ¢ — |o| cos §)? + Z |80 sin @ — |o|a; sin 0. (11)
=L

After omitting the first terms on the right-hand side of Eq. (11), which are real and nonnegative,
one gets the first lower bound for each residual:

m

I y)IP = Y fajoysing — ol sing]’,
j=1#i
m

s yI® = Y [Boysing —|ela;sindl” (12)

j=1,ji

Each term in each sum of Eq. (12) contains complex numbers «; and f;, which are combined
with real constants. Noting that for any complex number v, |y|? = 77, where 7 is the complex
conjugate number to v, one has:

oy sin 6 — |ol B sin g|* = (a0 sin 6 — |o|; sin o) (05 sin 6 — |o] B; sin )
= |ay|*o7F sin® 0 + | B;]*| 0| sin® ¢ — (@;8; + a;3;)| 0] o sin 0 sin
= |ay|*a} sin® 0 + | B;|*| o|* sin® p — 2Re(e; B;) |0 o sin 6 sin p,
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where Re(7y) is the real part of a complex number ~.

Similarly,

B0 sin g — |o|a;sin0]* = (Bj0;sing — |o|a;sind) (5,0, sin o — |o|@; sin 0)
= | *|of? sin? @ + | 3,707 sin® p — 2 Re(c;3;) | o] 0 sin 0 sin .

Hence, the sum of both inequalities in Eq. (12) gives:

IrGe )P+ IsGe )P 23 (I Po? sin® 0+ o Plof sin® 0)
J=Lj#i
+ 22 (1807 sin® o+ 15, of sin’ )
J=1,j#i
—4 Z Re(;3;) o] o sin 6 sin g
J=Lj#i
= Z |O‘j|2(0j_|9|)23m29+2 Z |Ozj|2crj|g|sin29
J=1j#i j=1,j#i
+ 3 180y — lel*sin? o +2 Y |80l sin ¢
J=Lj#i j=1,j#i
—4 Z Re(a;3;) o] o sin 6 sin .
J=Ly#
But
Re(;3;) sinf sing < |Re(a;3;)||sind)] |sing| < |a;B;] | sin 6] | sin g
= layl[B;] | sin 6] | sin ¢,
so that
I+ s I2 > S layPlo; — lel)?sin®
J=lj#
+ Y 1BiP(a; — |al)?sin® o

=1,

+2 ) loloy (Jay[*sin® 6 — 2Jay]|3;]| sin 6] sin ] + |55 sin® )

j=Lii
> min (05 — |of)*(sin” 0 + sin® ) + 2o Y a5 (layllsin6] —|5;]|sin])?
T j=1Ai

> [gap(0)]* (sin® 6 + sin® ),

where, in the first inequality, we have used >, . |a;|* = >7™, - |8;]> = 1. Hence, the

bound in Eq. (9) is proved.



b) Case x = +u; and v # +v;: Here singp = 0, and ¢ = 0 for x = +u; or ¢ = 7 for x = —u;.
In either case, the vector z can be chosen as u,, for arbitrary k # ¢. Then the lower bound for
lr(x,y)||? + ||s(x, y)||? reduces to [gap(0)]? sin? f, which is exactly Eq. (9) with sin ¢y = 0.

c) Case x # +u; and v = £v;: Consequently, sinf = 0 and § = 0 for y = +v; or § = 7 for

y = —v;. In analogy to the case b), the vector w can be chosen as vy, for arbitrary k # i. Then
the lower bound for ||r(x,y)||? +||s(x, y)||? reduces to [gap(0)]? sin? , which is exactly Eq. (9)
with sinf = 0. O

The assumption about two real scalar products in Theorem 2 is very special. In next two
corollaries, these assumptions will be replaced by one or two complex scalar products. In the
next corollary, the first “mixed” case is analyzed with one real and one complex scalar product.

Corollary 2 Using the notation of Theorem 2 (including its proof), let ut'x € C and vy € R,
so that only the angle 0 is well defined. Then

VIl )12+ [Is(x, y)l1?
gap(o)

: (13)

\/]sz|2 +sin? 6 <
where x € span(u;,z), z"u; = 0 and ||z = 1.

Proof: In this case, the decomposition of two approximating vectors x and y is given by

x = (u'x)u; + (z2"x)z = pu; + vz,
y = cosfv; +sinfw,

where 1, v € C and |p|? + |v|* = 1. Now, all derivations in the proof of Theorem 2 remain valid
with cos ¢ replaced by p and sin ¢ replaced by v. Hence,

m
r(x, y)|I* = |oycos — [olul* + Y |ajo;sing — |o|Bv[*,
=L
m
I3 = lost — ol cos0F + S losBw — lolaysin o2
j=1,j#i
so that
m
e YI* = > |ajoysing — |o|pv],
=L
m
Isxy)I* > > o8 — |ola;sind]’.
Jj=1,j#i

Using the substitution v; = g;v € C,
|ajo;sin 6 — |o|y;|* = (a;0;sin0 — [o]y;) (aj0; 5in 6 — |o]7;)
= |07 sin? 0 + | *| o> — (@7 + a;7;) |0l 0 sin @
= |ay[?07 sin® 0 + | |*|o]* — 2 Re(a;7;) o] o sin 0.

7



Similarly,

|07 — |olay sin 8> = (07; — | ol sind) (0;7; — |o|@; sin 6)
= |a;[*|o|*sin® 0 + 07 |;[* — 2Re(a;7;) o] 0 sin 6.

Hence,
IrGe )P + s )P =S (laglo? sin? 0 + [y ol sin® 6)
=1,
+ > (Pl + llef)
j=1g
—4 Z Re(a;7;) |o| ojsiné
=1,
- Z la;|* (05 — |o])? sin® @ + 2 Z la;|?0j| o] sin” 6
J=1j#i j=1,j%#i
+ > il —le)*+2 D> |ylPaylel
J=Li#i j=Li#i
—4 Z Re(a;7;) |o| o siné.
=1
But
Re(a;7;) sinf < |Re(ay7;)| [ sinf] < |a;7;] [ sinf)|
= |aj|||[sin],
so that
IeGe IP + s P> Y lasP oy — [o])?sin® 0
=1,
+ > |ylPe = al)?
J=1j#i

+2 > oloy (Joy[*sin® 0 — 2[a| ;][ sin 6] + ;)

j=Lj#i
> jn;?.(gj — [o)*(sin® 0 + |v[*) +2[o] > o (Joyl|sin ] — |;])°
. j=Li#i
> [gap(0)]” (sin® 0 + |v[?),
where, in the first inequality, we used the relation
Sl =Wl D> 18P = v
=1, =1

8



This proves the upper bound in Eq. (13). a

The second “mixed” case can be proved in the same way as Corollary 2. When u!'x € R and
vily € C, the approximating vectors have the decomposition

X = Cospu;+sinyz,

y = (vPy)vi+ (why)w,

and the bound in Eq. (13) changes to

Ve y)I1? + lIs(x, y)l?
gap(0) '

Vsin o+ [why[2 < (14)

Finally, the next corollary provides the result for the most general case, i.e., when both scalar
products are complex.

Corollary 3 Using the notation of Theorem 2 (including its proof), let u'x € C and vy € C.

Then
VIrGy)I? + lIs(x, )12
gap(o)

u, =0, ||z|| =1, and y € span(v;,w), w

V2Mx[? + [why? < : (15)

H H

where x € span(u;,z), z v, =0, [|w| =1.

Proof: Write the decomposition of two approximating vectors x and y by

T

x = (u'x)u; + (z2"%x)z = pu; + vz,

ST S

y = (viy)vi+ (WHY)W =nv; +(w,

where p,v,n,( € C, |u|* + |v]* = 1 and |n)? + |{|*> = 1. When compared with the proof of
Corollary 2, it is easy to see that

m

le(x, y)|I* = lowmn — leolul® + Z |oja;¢ — [ol B,
=15

Is(x, Y)1* = |oip = lolnl* + D loiBv — lola¢ )
J=Li#i

Using the substitutions w; = «;¢ and v; = B;v, the first lower bounds for residuals can be
written as

m

e I1P > > Jow — eyl
j=1j#i
m

syl > > oy — lolw;l
j=1j#i

Now, the proof continues exactly as that of Corollary 2 (however, without sin# and with w;
instead of «;), and its details are not repeated here. When finished, one gets the final lower

9



bound:

IeGeI” + s IP = Y Jwil(o; = lel)?
J=1j#i
+ > Iyl = o))’
=1,
+2 > oloy (Jwil* = 2lwjll + 1)
J=1j#i
> min (0 — [eD* (W2 + 1) +2lel Y o5 (lesl = Is)?
o j=1i#i
> [gap(0)]” (Iv[* + ICI),
where, in the first inequality, we used the relations
D lwlP =1 Y layl® =P,
Jj=1j#i j=1,j#i
Yo=Y 1B =1
=1, =1
This proves the assertion of the corollary. a

In summary, moving from Theorem 2 through Corollary 2 to Corollary 3, one can observe how
the concept of “the angles between the approximating and approximated vectors” is replaced
by the concept of “the components of approximating vectors that are orthogonal to the ap-
proximated vectors”. The latter concept is certainly more general than the former one, because
the angle between two vectors in C™ is not defined uniquely (except in the case of a real scalar
product). In contrast, the orthogonality of two vectors can be defined in any vector space with
some scalar product.

Note that the upper bound from Eq. (13) will be used in the proof of Theorem 4 in subsec-
tion 2.3.

Now we move to results that will be used in subsection 2.3. Let us consider a square 2 x 2
block matrix
B Bz
B = :
( By Ba

where square diagonal blocks may be of different sizes, and denote its SVD as
( By Bz ) ( Vii Vig ) _ ( Un U ) < Yuu 0 ) (16)
By Ba Va1 Vao U U 0 X )’
U11 U12 Vil ‘/12
U= d V=
(U21 Uzz) o (‘/21 %2)

10
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are unitary and

(X O
E_<0 222)

is diagonal with real nonnegative elements. Obviously, U and V' can be chosen such that the
diagonal elements of X are arranged in any particular order. The next lemma is used to bound
the norm of the off-diagonal blocks of matrices of left and right singular vectors.

Lemma 1 Assume that the diagonal elements of ¥ are arranged in a non-increasing order.
Further assume that 7 = omin(B11) — Omax(Ba2) > 0 and

VIBul2 + Bl <.

U21
Var

Proof: In this proof we use the substitution w = /|| Bia||2 + || Ba1||2. Let us write the complex
conjugate of Eq. (16) as

(Bi—ll B;1)<U11 UlQ):(Vll V12><211 0 ) (18)
B{'Q B;z U21 U22 ‘/21 ‘/22 0 222 '

From Egs. (16) and (18), let us extract two equations for the block (2,1):

Then

_ V2/[BulF +[Bal?
F 11—/ I|Bull} + | Bal?

(17)

BQQ‘/QI_UﬂEH = _B21‘/11
BiyUp — V¥ = —BjhUn,

which can be written as the Sylvester equation for (Uy, Vo1)T:

O BQQ U21 U21 BQI‘/II
— Y1 = . 19
(B;g 0 )(V)*(V) u (Bi*zUn) (19)

Firstly, we bound the first term in the left-hand side of Eq. (19) from above as follows:

(0 BQ2>(U21> < (0 322) (U21)
B;Q 0 ‘/21 F o B;Q 0 2 ‘/21 F
U21
= max (B . 20
omBa) | (121 (20

F
Secondly, we bound the norm of the second term ||(Uy, Vol) 11||F from below. Since all
singular values of B;; are larger than those of By and the diagonal elements of ¥ are ordered
non-increasingly, we can apply Corollary 1 to diag(Bj;, Bag) and ¥ to show that all singular
values of 31, are within a distance of w from the corresponding singular values of Bj;. Hence,
using the relation oy (B11) = Omax(B22) + 1 from the assumption,

Umin(zll) 2 Umin(Bll) — W= Umax(B22) + n—w

and
155 |2 = (Omin(E11)) 7" < (Omax(Ba2) + 17— w) ™.

11



Thus, it follows that

(%)
Va1

N

B

=)=

(Omax(Baz2) + 1 —w) ™

-1
HEH
F

VAN

)

F

Un
by

which leads to

U21 U21
Y > (Omax(Ba22) + 1 — . 21
() 2] 2 itz [ (5], o
Thirdly, the right-hand side of Eq. (19) can be bounded as follows. To begin,
IV ORI = masx (V. UF) Tl = mmacx \/IVasx] + [0
< WVl + s Ul = o/ IVl + 10
< VI+1=v2,
so that
Bgl ‘/11 _ B21 0 ‘/11
BLUL )|, o BY )\ Un )|,
By 0 Vi
< <V2w. 22
_H(O B?2>F<U11)2_ “ (22)

Finally, using Egs. (19), (20), (21), (22) and the lower bound ||C — D||g > ||C||¢ — || D||r for
any two matrices C, D of the same size, one gets

B Vi
2 >
Vau B H(B?ZUU) F
U21 0 B22 U21
> by —
B H(VH) ! F H(BSZ 0 )(Vm) F
Un
- o ()],
Var )|,
which proves the lemma. O

2.2 Convergence of diagonal elements of A%

In this subsection, we discuss the convergence of the diagonal elements of A®). Let us write
the singular values of A as o7 > 09 > -+ > 0, > 0, and let ¥ = diag(oy,09,...,0,). Now,
consider the partition of matrix ¥ into a w x w block structure conformably with A©®. At this
point, let us formulate following assumptions.

A1 The partition of the initial matrix A into a w x w block structure is such that each
multiple singular value and each cluster of singular values is confined to one diagonal

12



block of . Let o;. be the bottom-right singular value in the rth diagonal block of 3,
1 <r <w — 1. Define the global constant ¢ as
0= 1;%15}71(0@; — Oipt1),

where o0; 1 is the top-left singular value in the next diagonal block. Consequently, if o;
and o; belong to different diagonal blocks, then |o; — o;| > 4.

A2 Let ky be the smallest integer such that |Joff(A®)||g < §/4 for k > kq. At iteration step
ko, the rows and columns of A%0) are permuted so that the diagonal elements of A*0) are
ordered non-increasingly.

A3 At each iteration step, the matrices of local left and right singular vectors U® and
‘{("“‘), respectively, in Eq. (1) are computed in such a way that the diagonal elements of
A+ — (UENH ARV () in Bq. (1) are ordered non-increasingly.

Note that the global permutation of A®) in the assumption A2 is required only once.

The next theorem is devoted to the convergence of diagonal elements of A®).

Theorem 3 Under the assumptions A1, A2 and A3, the iterated matriz A®) converges to ¥
as k — oo.

Proof: The proof is very similar to that of [17, Thm. 4]. We show by induction that the
diagonal elements of A®) are already anchored to the singular values, i.e., they are ordered
non-increasingly for all k£, kK > ky. The statement is true for k = ky by the assumption A2. Let
it be true for some k& > k‘o Since the Slngular values of A®) are oy > 0y > -+ > 0, by setting

B = dlag(an), ag;), . ann) and C' = A® in Corollary 1, we have
(®) 0
|a'ii _Uil S HOH( )”F 4 = 1,2,...,7’L. (23)

Let ag;,) be the bottom-right diagonal element of some diagonal block and agi)l’p 41 be the top-left

diagonal element of the next diagonal block of A%®). Since o, — 0,11 > § from the assumption
A1, we obtain from the induction hypothesis

k k
ag;)) - aI(H-)l,p-‘rl > (0p — Opy1) — |a;(>];€>) — 0yl — |a’§7—21,p+1 Opt1| >

(24)

l\DIOﬁ

By the transition from A® to A*+1) the only diagonal elements that change are those belonging

to A® (see Eqs. (1), (2) and (3)). Let the diagonal elements of A®) and %+ be denoted by

(k+1)

{aqq J2t, and {agq (h+132¢  respectively. To bound the change lagg ~ — aqq)\ we use Corollary 1

=D
again. Let
5 A(k‘) 1)
B = A(k), C = X Xk k) ,
O Ay v,

where A®) is defined in Eq. (3). Since A® and S(*+1 are connected by the local SVD (see

Eqgs. (1) and (3)) and *+1 is diagonal, the singular values of B are {a(kH) . In addition,
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the singular values of C' are {&g’;) 2L, since the matrix blocks A )];) x, and Agi )Yk are diagonal.

Moreover, using the induction hypothesis and the assumption A3, both sets of these diagonal
elements are ordered non-increasingly. Hence, using Corollary 1,

E:M““ gy |© < 1B —Cl

IA

ARy, 12 + 1A x, 12

ot < (3) (25)

IN

Since other elements of A®) are not changed, we have for all i, 1 < i < n,

o
oy "V — o < 7 (26)

The combination of Eqgs. (24) and (26) gives the following inequality for the index p defined
above:

k+1 (k+1 k
Z(VI;ZH) a1(o+1,32+1 2 (ag;) a;—gl p+1) |a () — pp ’ B ‘ap+1 13—1-1 a;—gl,p—i—l‘
o8 b _
-2 4 4 7

Consequently, for any diagonal block of A**1 its bottom-right diagonal element is not smaller
than the top-left diagonal element of the next diagonal block (if it exists). Since the diagonal
elements within each diagonal block are ordered non-increasingly (see the assumption A3), it
follows that all diagonal elements of A®*1 are ordered non-increasingly. This completes the
induction step. Consequently, Eq. (23) holds for any k > ky. Noting that ||off (A)*||¢ converges
to zero by Eq. (7) and using Eq. (23), we get agf) — o0, a8k —oofori=1,2,...,n, so that
AR 5 3, O

During computation, one can obtain an information about the separation of unknown singular
values between two adjacent diagonal blocks as shown in the next lemma.

Lemma 2 At iteration step k, let dgk) = a(le)l) d(k (’z)) ) ,d%k) = a(@l) be the dia-
gonal elements of A% ordered non—mcreasingly by using a suitable permutation T, cmd D) =
diag(d(k) d(k) .. d(k)) Partition the matriz D™ into a w x w block structure conformably with
A© and let the bottom-right elements of the first w — 1 diagonal blocks be dl(f), dl(f), e ,dgﬁ) -

If

dyy) = dif%y > 3 off (A®)]le

ir

holds forr=1,2,...,w — 1, then
i, — 041 > [off (A®)[|f.
Proof: The proof is identical with that of [17, Lemma 2]. O

Note that the sorting of {au Min_ s required in Lemma 2, but not a global permutation of A
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2.3 Convergence of the columns of U*¥) and V* corresponding to
simple singular values

(k

Starting with Eq. (6), let u; ) and ng) be the ith column of U®) and V*)  respectively. As we
(k)

have shown in Theorem 3, a;;” converges to the singular value o; as £ — oo under assumptions
A1, A2 and A3. In this subsection, we consider the convergence of ugk) and ng) in the case
when o; is a simple singular value. Note that other singular values of A can be simple or

multiple.

Theorem 4 Let the assumptions A1, A2 and A3 hold. If o; > 0 is a simple singular value of
A, then the sequence {ugk)}zil and {ng)}zozl converges to the left singular vector u; and right
singular vector v; of A, respectively, corresponding to o;.

Proof: Let §; be the smallest distance from o; to other singular values of A and k; be the
smallest integer such that [off(A®)|r < 2min{d;, 6} for k > ky, where ¢ is defined in the
assumption Al. In the following, we assume that k& > k; and consider the transition from
ng) to vng). As we have shown in the proof of Theorem 3, the diagonal elements of A®) are

always ordered non-increasingly for all k&, k > k1 > k.

From Eq. (5), v is the ith column of V®V®) . We consider the case where the column

belongs to a block column with the block index either X} or Yj; otherwise, kaH) = vgk) since

V#) are identical to I,, except for two block columns with block indices X and Y. Denote the
block column of V*) with the block index X}, and Y} by V)((IZ) and V)(,f), respectively, and the

local column index of ng) within the n x (2¢) matrix <V)((IZ) Vé?) by ¢. Then
k k) k) = k41 k) 1Ak ~
W (V0 WY 8, D = (V) ) 9,
where e, and f/ék) are the gth columns of Ir, and V®)| respectively. By noting that the matrix
(V)(;Z) Vé}?) has orthonormal columns, one gets

= [Iv{" — eq]- (27)

? q

k+1 k k k ~
v — v = || (Vi Vi) 9 —e)

To bound the right-hand side of Eq. (27), we use Theorem 2 and Corollary 2. By putting
B=A® andx =y = e, in Theorem 2, we have
= e"'Be, =ak®) = oP R, 0>0
Q eq eq aqq am 9 Q E ) Q i 9
r(x,y) = By —opx= 5&’;) - dg];)eq,
~ H ~
s(x,y) = B'x—oy=(al))" —ale,

where égf])and éit(]]i) is the gth column and row of A®)| respectively. Hence, by noting that aﬁ,’;)
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is real (and nonnegative) and using Eq. (8),

1
20 9 2 ~
Hr(x,y)l\=< > |ag ) < off(AW)[|e < [|off (A®)]|r
J=Lj#q
< vS(A4)ak,
20 i 9 %
HS(XJ)HI( > |ay ) < [loff (AM)][r < [Joff(A®)]|r
J=Lj#q

< S(A) ak.

Next we bound gap(o) (see Theorem 2) from below. Using the same reasoning as in [17,
Eq. (16)], we obtain

] a,

i
oD = ag| = o™ — | < Jloff (AWl < (28)
Moreover, it follows from Corollary 1 that
. i
sy — ol = ) — 0i] < 1

Now we consider another diagonal element gty of A®+D where r # ¢. Let the global index

corresponding to r be s (i.e. ag:“) = g{&t) ). Using Corollary 1 again gives
5 = 0 = ) — o] <
so that 5,
an ™ — agg)| > loi = o] = a ™) — oi] = |afy) — o1 > 5 (29)

Egs. (28) and (29) show that agq (1) — Y s the singular value of A®) closest to o = ay,

(22

and all other singular values are separated from aﬁ,’;) by at least 9;/2. Thus, gap( ) > 9;/2. The

right singular vector of A®) correspondlng to the singular value a( ) g Vq . Recall that we

(") 50 that its gth element is real and nonnegative (see Eq. (4)

in subsection 2.1). Hence, the inner product (f/ék) )" e, is real and nonnegative, and the angle

0 = A(eq,f/ék)) is well defined. In contrast, the inner product (ﬁgk))H e, € C in general. This
corresponds to the first “mixed” case that was analyzed in Corollary 2 (see subsection 2.1).

Then, applying the bound in Eq. (13),
Ve y)I12 + st y)I1? \/85
gap(o) 6@

Note that cos = (v k))Heq =e, H) = 5% > 0. Inserting these results into Eq. (27) gives

have chosen the phase factor of vq4

|sinf| <

[V — v )2

= [Iv{" — &
W02 = (359) " e = eff #) + [ley |1
= 1—2cosf+1
2(1 — cos @) (1 + cos )
16 S(A) *
62 7

IN

= 2sin?h <
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where, in the first inequality, we have used 1 < 1 + cos6. Then,

k+m—1 k+m—1
4\/
k+m k 1
R = N [ e e N e
j=k j=k
41/S(A) ok

Akl 30
e .
Hence, {Vz(k)}zoz,€1 is the Cauchy sequence and therefore converges to a constant vector v; as

k— oo with |[vi]| = limg_e V]| = 1.

Next, we prove the convergence of the sequence {u(k)}/,;’o k- From Eq. (6) and the unitarity

of V+D and U, we have AHURHD = Y (k1) (AR+D) )H. Hence, for the ith column with
o+ (k+1)

€ R, a; > 0,

AHuZ(kJrl) _ a§f+1)vgk+1) n Z dl(fﬂ)vj(.kﬂ). (31)

=1,
On the right-hand side of Eq. (31), limy_, a(kH) = 0; > 0 from Theorem 3, limy,_, V£k+1) =V,

and
_(k+1)_ (k+1)|| (k+1)
Z Qij 'V = Z dij
J=1j#i j=1,j#i

Since according to Theorem 3

2
Tim |0 =0, Vi 1<ig<n, A
—00
one has
I D (kD) ||
fim | 2 a =
=1,
so that

n

I GD (B _

fim >, a7 =0
=1

In summary, there must exist lim_,., A™u (kH) of the left-hand side of Eq. (31). Since A" is

regular, it is a linear, continuous and one- to one mapping from C" onto C". Consequently, the

sequence {u }k , converges to a constant vector w; with ||u;|| = limg_ee ||u M|l =1, and

AHUZ‘ = 0;V;. (32)

On the other hand, using Eq. (6) again,

sz(kﬂ) (k+1 (k+1 4 Z k+1 k+1

Jj=1,j#i

Y

and repeating the above arguments, one gets after taking the limit k — oo:
AV,L' = 0o;Uu;. (33>
Egs. (32) and (33) show, by definition, that (u;, o;,v;) is indeed the ith singular triplet of A. O
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